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Abstract

The paper presents techniques that allow the effects of a variety
of telephone channels to be simulated, given wideband speech
recordings. By comparing corresponding utterances from the
TIMIT and NTIMIT corpora, both a channel and a noise model
were derived. These models were shown to closely mimic the
spectral effects of the NTIMIT telephone network. The appli-
cation of the techniques to the development of ASR systems in-
dicates that the noise model is the major factor leading to anin-
creased accuracy from a basic bandpass channel approximation.

1. Introduction
The development of telephone-based speech recognitions sys-
tems, such as automatic call routing and spoken dialogue sys-
tems, requires speech corpora that have been recorded over a
variety of telephone channels. Other applications, such asdic-
tation systems, are developed using speech recorded through
high quality microphones. There is therefore a tendency to
compile both narrowband telephone-quality as well as studio-
quality wideband speech corpora for the development of speech
applications. This doubles the effort involved in corpus de-
velopment, which is particularly disadvantageous when dealing
with under-resourced languages.

This paper describes the development of techniques that al-
low the effects of a variety of telephone channels to be sim-
ulated, in order to allow realistic telephone-quality speech to
be obtained from wideband recordings. The telephone chan-
nel characteristics were estimated by comparing corresponding
utterances from the well-known TIMIT and NTIMIT corpora.

The paper is structured as follows. A short description of
the TIMIT and NTIMIT databases is given first. This is fol-
lowed by a description of the chosen model of the telephone
channel. Next, the techniques used to determine filter responses
from the TIMIT/NTIMIT utterances are presented, followed by
an analysis of the noise introduced by the telephone channel.
Finally, the application of the techniques to the development of
ASR systems is evaluated.

2. The TIMIT and NTIMIT databases
A thorough description of both the TIMIT and NTIMIT
databases is given in [1]. The TIMIT database was compiled us-
ing 630 speakers of whom 438 were male and 138 female. Each
speaker spoke ten utterances giving a total of 6 300. Utterances
were transcribed both phonetically and orthographically.

The NTIMIT database was compiled by transmitting the
TIMIT utterances over a physical telephone network. Great
care was taken to ensure that the NTIMIT utterances accu-

rately reflect the general nature of telephone-based speech. An
acoustically isolated room, an artificial mouth and a telephone
test frame (a device controlling the positioning of the artificial
mouth relative to a telephone handset) was used. Speech was
processed at a sampling frequency of 16 kHz and encoded as
16 bit PCM. A 9th order elliptical anti-aliasing filter with acut-
off frequency of 6.4 kHz was used in the sampling process.

The USA is divided into Local Access and Transport Areas
(LATAs) which are geographical regions corresponding to the
subdivision of the telephone network. Within each LATA dif-
ferent central offices, which handle calls, are found. A variety of
telephone channels were used to collect the NTIMIT database
by varying the central office (and thus the geographical loca-
tion) to which each TIMIT utterance was transmitted. In total
253 central offices, and thus 253 different telephone channels,
were used in the compilation of the NTIMIT corpus.

3. Model of the telephone channel
The model used to simulate the telephone channel is shown in
Figure 1. The wideband input sequencex[n], which in our case
would correspond to TIMIT speech, is bandlimited bŷH(z),
which simulates the frequency response characteristics ofa tele-
phone channel. Zero mean white noisew[n] with varianceσ2

w is
passed through a separate filterĜ(z) to produce coloured noise
v[n], which simulates the channel noise. The coloured noise
v[n] is added to the output of̂H(z) to obtain an approximation
of telephone bandwidth speechy[n].

The task is then to design̂H(z), the channel model, and
Ĝ(z), the noise model, such that the outputy[n] exhibits the
characteristics and degradations typical of telephone speech. In
the remainder of the paper the analysis procedures followedto
accomplish the above are described. It should be noted that
in the application of speech recognition systems, the phasere-
sponse of the filters are of little importance and therefore linear-
phase filters were used for botĥH(z) andĜ(z).
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Figure 1: Model of the telephone channel.



4. Channel analysis
This section describes the techniques used to model the fre-
quency responses of the telephone channels used to compile the
NTIMIT database. Several techniques were evaluated.

4.1. Parametric channel modelling

Moving average (MA), autoregressive (AR) and autoregressive
moving average (ARMA) models were considered as candi-
dates forĤ(z) [2, pp. 106–118], [3, pp. 836–841], [4]. In each
case, the application of the least-squares criterion allows a set of
linear equations to be found for determining the model coeffi-
cients. However, in the case of the AR and ARMA models, the
classical least-squares optimisation is not applied directly to the
output estimation error. This lead to consistently better perfor-
mance (in terms of the average output error) by MA models. It
was therefore decided to focus on the evaluation of MA model
topologies for the filter̂H(z).

In [3, pp. 882–883] the equations used to fit an MA model
based on known input and output sequencesx[n] andy[n] are
presented. The least-squares criterion yields a set of linear equa-
tions

ryx[j] =

q
X

k=0

bk · rxx[j − k] for j = 0, 1, . . . , q (1)

for determining the coefficientsb0, b1, . . . , bq of the MA system

Ĥ(z) =

q
X

k=0

bk · z−k (2)

In equation (1),rxx[j] is the autocorrelation ofx[n] andryx[j]
is the crosscorrelation ofy[n] with x[n]. The crosscorrelation
of y[n] with x[n] is defined as [3, p. 118]

ryx[j] =
∞

X

n=−∞

y[n] · x[n − j] (3)

By solving for the coefficientsb0, b1, . . . , bq of the MA model
using equation (1), using a TIMIT utterance as inputx[n] and
the corresponding NTIMIT utterance as outputy[n], an approx-
imation of the telephone channel characteristic can be found.

4.2. Spectral channel analysis

In addition to MA, AR and ARMA models, three different spec-
tral analysis techniques were evaluated. These techniquesap-
proximate the amplitude response of an unknown discrete-time
system based on known input and output sequencesx[n] and
y[n]. All three techniques are based on the short-time Fourier
transform (STFT).

In all three cases, bothx[n] and y[n] are divided intoL

frames ofM samples as follows:

xi[n] = x[n + i · D] for
n = 0, 1, . . . , M − 1
i = 0, 1, . . . , L − 1

(4)

In equation (4),M is the frame length andD the frame skip.
Next, the DFT of each frame is taken:

Xi[k] = DFT{xi[n] · w[n]} for i = 0, 1, . . . , L − 1 (5)

Herew[n] is a Blackman window function. Consequently, the
STFT of each sequence is determined.

For Method I, the frames of the STFT of both the input and
output are averaged to obtain average magnitude spectra:

˛

˛Xavg[k]
˛

˛ =
1

L

L−1
X

i=0

˛

˛Xi[k]
˛

˛ (6)

and
˛

˛Yavg[k]
˛
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1

L

L−1
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i=0

˛
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These average magnitude spectra are used to determine an ap-
proximation of the amplitude response of the unknown channel:

˛

˛Ĥ [k]
˛

˛ =

˛

˛Yavg[k]
˛

˛

˛

˛Xavg[k]
˛

˛

(8)

In Method II, the ratio of each of the corresponding frames
from the output STFT to the input STFT is taken first:

Hi[k] =
Yi[k]

Xi[k]
(9)

and the average magnitude determined second:

˛

˛Ĥ [k]
˛

˛ =
1

L′

L−1
X

i=0

˛

˛Hi[k]
˛

˛ (10)

to once again obtain an approximate amplitude response of the
system.

The ratio in equation (9) has been found to be very sensi-
tive to estimation inaccuracies when the spectral components in
Xi[k] are small. In such situations, distortions introduced by
the windowing operation, in the form of spectral sidelobes or
introduced nulls, can have a noticeable effect on the spectral es-
timateHi[k] and by implication

˛

˛Ĥ[k]
˛

˛. In order to avoid this, a
threshold amplitude is set forXi[k], below which terms are ex-
cluded from the average. For every value ofk in equation (10),
L′ is taken as the number of valid points inHi[k] (i.e. the num-
ber of values above the threshold). Based on experimentation, a
threshold of 15 dB below the maximum amplitude ofx[n] was
chosen.

In Method III, the ratio of each of the corresponding frames
from the output STFT to the input STFT is determined as in
Method II, but instead of taking the mean in equation (10),
the median of the valid values of

˛

˛Hi[k]
˛

˛ is determined. For
Method III, as for Method II, a threshold value is used to ex-
clude values ofHi[k] from the median calculation.

4.3. Evaluation of channel modelling techniques

The MA model and the three spectral analysis techniques
described in the preceding sections were evaluated first by
using synthetic filters. Following this, evaluation using a
TIMIT/NTIMIT utterance pair was performed.

The evaluation procedure using synthetic filters is illus-
trated in Figure 2. Three synthetic IIR bandpass filters withdif-
ferent cut-off frequencies were employed and each of the four

x[n] Known filter
H(z)

+

+

Noise

y[n]

Figure 2: Evaluation of a channel model using a synthetic filter.



Table 1: Prediction errors (×10−3) without noise.

Method Filter 1 Filter 2 Filter 3 Average

MA model 0.0429 0.0425 0.0350 0.0401
Method I 2.8309 2.4953 2.0037 2.4433
Method II 2.0691 1.0720 1.0216 1.3876
Method III 2.4170 1.1865 1.0908 1.5648

Table 2: Prediction errors (×10−3) with noise.

Method Filter 1 Filter 2 Filter 3 Average

MA model 1.6456 1.7209 1.6432 1.6699
Method I 70.737 76.796 67.842 71.792
Method II 12.421 15.687 12.100 13.402
Method III 9.2653 10.714 8.2760 9.4185

techniques was evaluated by determining the spectral error:

E =
1

M

M−1
X

k=0

˛

˛

˛

˛

˛H [k]
˛

˛ −
˛

˛Ĥ[k]
˛

˛

˛

˛

˛

(11)

The error defined in equation (11) is the absolute mean differ-
ence between the known amplitude response of the synthetic
filter

˛

˛H [k]
˛

˛ and the approximated amplitude response
˛

˛Ĥ [k]
˛

˛,
each determined atM frequencies, with

H [k] = H(ejω)
˛

˛

ω=2πk/M
for k = 0, 1, . . . , M − 1 (12)

An arbitrary TIMIT utterance, with a variance of580·10−6 ,
was used as inputx[n]. The prediction errors were determined
both using a clean inputx[n] and when introducing additive
Gaussian white noise with a variance ofσ2

w = 100 · 10−9 as
indicated in Figure 2. The results for the clean speech are shown
in Table 1 while, for the noisy speech, average prediction errors
for 100 repetitions of the experiment are shown in Table 2. The
results indicate that the MA model yields the smallest prediction
error and Method I the worst performance in both cases. When
no noise is added (Table 1), Method II is the spectral analysis
technique with the best performance. However, when noise is
added (Table 2), Method III shows the lowest prediction error
among the spectral analysis techniques.

Based on these results, the MA model and Method III were
chosen for further evaluation. A single TIMIT/NTIMIT utter-
ance pair was used to approximate the amplitude response of a
real telephone channel. The approximate amplitude responses,
according to the MA model as well as Method III, are presented
in Figure 3 and Figure 4 respectively.

Figure 3 shows significant attenuation for frequencies
higher than 3.2 kHz, which would be expected for typical tele-
phone channels [5]. However, significant attenuation would
also be expected for frequencies lower than 300 Hz, but this
is not reflected in the response shown in Figure 3. Further anal-
ysis showed this anomaly to be caused by the presence of low
frequency noise, discussed in more detail in Section 5.

Figure 4 shows significant attenuation for frequencies lower
than 150 Hz and higher than 3.2 kHz. In general it was observed
that Method III shows more resilience to the effects caused by
the low frequency noise. The amplitude threshold set forXi[k],
discussed in Section 4.2, is used to exclude terms from the me-
dian when spectral components of the input frame are small.
Because the energy of the unwanted low frequency noise is al-
ways much lower than that of the speech, it dominates only in
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Figure 3: Approximate amplitude response of the NTIMIT
channel using the MA model.
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Figure 4: Approximate amplitude response of the NTIMIT
channel using Method III.

output frames with a low signal-to-noise ratio (i.e. in silence
frames). When the signal-to-noise ratio of an output frame is
low, the spectral components of the input frame will generally
be small. Therefore, the amplitude threshold effectively elimi-
nates spectral components from such frames from the channel
estimation, thus improving robustness. This leads to the con-
clusion that Method III will be less influenced by the presence
of the low frequency noise.

By comparing Figure 3 and Figure 4, it is also clear that the
latter shows more detailed response characteristics for higher
frequencies. For example, in Figure 4 the effect of the anti-
aliasing filter, with a cut-off frequency of 6.4 kHz, can clearly
be seen while these details are absent from Figure 3. Based
on these observations, Method III was selected as the technique
for the analysis of the frequency response characteristicsof a
telephone channel.

4.4. Analysis using TIMIT/NTIMIT utterances

Using Method III from the preceding section, the frequency re-
sponse characteristics of the telephone channels used to create
the NTIMIT database were analysed in an attempt to determine
the channel model̂H(z) in Figure 1. Approximate amplitude
responses were obtained for each of the 6 300 TIMIT/NTIMIT
utterance pairs and grouped according to the central office to
which each TIMIT utterance was transmitted. Subsequently
253 groupings atM = 512 frequencies were obtained.

For each group the mean amplitude response was deter-
mined. Two of these responses were unusable due to erroneous



files in the NTIMIT database, leaving 251. Each of these re-
sponses can be seen as a legitimate possible response for thefil-
ter Ĥ(z) in Figure 1. This approach, however, limits the chan-
nel filter to only 251 possibilities.

To address the limited number of filter responses that can
be obtained in this way, further analysis was performed. At
each frequency the mean and the variance of the 251 amplitude
responses, expressed in dB, were determined. The mean ampli-
tude response of the NTIMIT channels determined in this way
and the interval given by its standard deviation are presented in
Figure 5. A histogram of the 251 values atf = 1.25 kHz and
the associated estimated Gaussian probability density function
are illustrated in Figure 6.

Figure 5 shows significant attenuation for frequencies lower
than 300 Hz and for frequencies higher than 3.2 kHz and a sharp
notch at about 2.5 kHz. Within the telephone network, tones are
often used for communication between telephone offices. The
frequency of these tones is specified as 2.6 kHz in [5], although
Figure 4 suggests a slightly lower frequency. The effect of the
anti-aliasing filter is also apparent.

Figure 6 suggests that a Gaussian probability density func-
tion provides an acceptable estimate of the distribution ofthe
values of the amplitude responses atf = 1.25 kHz. Values
at other frequencies exhibited similar characteristics. By mod-
elling the response of the telephone channel as being Gaussian-
distributed about the mean response shown in Figure 5, an in-
finite number of channel characteristics can be generated. This
liberates the simulation of the channel characteristic from the
251 “prototype” filter characteristics that can be extracted from
TIMIT/NTIMIT.

5. Noise analysis
In order to analyse the additive noise of the NTIMIT channels,
segments of audio where no speech is present were isolated. A
total of 100 segments from 100 arbitrarily chosen NTIMIT ut-
terances were extracted for the noise analysis. The assumption
was made that these noise segments would give an acceptable
indication of the characteristics of the noise which is added to
the speech signal by the telephone channel.

5.1. The Yule-Walker equations

Each noise segment was assumed to correspond to a coloured
noise sequencev[n] as indicated in Figure 1. The problem is
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Figure 5: Mean amplitude response of the NTIMIT channels
with the standard deviation intervals.
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Figure 6: Histogram of the amplitude responses of the NTIMIT
channels atf = 1.25 kHz and the superimposed Gaussian ap-
proximation.

then to obtain the filter̂G(z) for a givenv[n]. The Yule-Walker
equations allow for the derivation of the parameters of an AR
model which is excited by a zero mean white noise sequence
with varianceσ2

w when the output of the system is known [2,
pp. 114–118]. This agrees precisely with the noise model pre-
sented in Figure 1.

The unknown coefficients of the AR model in equa-
tion (13) are determined using the Yule-Walker equations given
in equation (14) and the variance of the white noise sequence
can be determined using equation (15) once the coefficients
a1, a2, . . . , ap are known.

Ĝ(z) =
1

1 +
Pp

k=1
ak · z−k

(13)

rvv[j] = −

p
X

k=1

ak · rvv[j − k] for j = 1, 2, . . . , p (14)

rvv[0] = −

p
X

k=1

ak · rvv[−k] + N · σ2
w (15)

The Yule-Walker equations can also be shown to agree ex-
actly with the equations used to determine the coefficients of
a linear prediction (LP) filter [2, pp. 156–158]. In the remain-
der of the paper, filters obtained using the above equations are
therefore referred to as LP filters.

5.2. Analysis of the noise segments

Using the equations given in the preceding section, LP filters
were obtained for each of the 100 noise segments. Figure 7
shows the average and the median frequency response for the
100 filters, along with the 90% intervals.

Figure 7 shows approximate harmonics of 120 Hz at
121 Hz, 234 Hz and 359 Hz. An audible hum was present in
some of the noise segments and these harmonics are possibly an
indication of the presence of a periodic component in the noise.
A frequency of 60 Hz is used for power distribution in the USA,
where NTIMIT was compiled, which could possibly account for
these components. It is also stated in [5] that prominent signal
energy in the area between 40 Hz and 60 Hz was detected during
the compilation of the NTIMIT database. This was not seen as
a typical characteristic of the telephone channel and hencethe
entire set of NTIMIT utterances was filtered to remove these un-
wanted components. It is possible that the low frequency peaks
in the average LP spectrum are in fact the remaining harmonics
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Figure 7: Mean and median LP spectra with the 90% intervals
from the median.
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Figure 8: Mean LP-spectrum and desired amplitude response
for the FIR colouring filterĜ(z).

of this filtered noise. Harmonics at 1.3 kHz, 2.6 kHz and 4 kHz
can also be distinguished (harmonics of 1.3 kHz).

Whether these harmonics are the result of the power net-
work (which would mean that the frequency would differ ac-
cording to the national power distribution frequency) or whether
they are due to an anomaly in the creation of the NTIMIT
database is not known. It was however assumed that these peri-
odic components are not part of the characteristics of a typical
telephone channel and hence they were not considered in the
design of the colouring filter̂G(z).

The amplitude response of̂G(z) was designed based on the
mean LP spectrum shown in Figure 7. A piecewise linear func-
tion was used to specify the desired amplitude response at 257
frequencies fromf = 0 Hz to f = 8 kHz, which resulted in
512 points across the spectrum. The desired amplitude response
is shown in Figure 8. Using the windowing technique, a linear-
phase FIR filter with the desired amplitude response was ob-
tained [3, pp. 664–670]. Thus a FIR colouring filter forĜ(z),
as shown in Figure 1, was determined.

6. Experimental evaluation
This section considers the application of the techniques de-
scribed in the preceding sections for the simulation of telephone
channels given clean speech. First, a single TIMIT/NTIMIT ut-
terance pair is considered. Next, the techniques are evaluated
by application to the development of ASR systems.

6.1. Obtaining the channel and noise models

As stated in Section 4.4, a library of 251 amplitude responses
representative of typical telephone channels, which each can be
used as the channel filter̂H(z), was extracted from the TIMIT
and NTIMIT databases. This gives one method of selecting the
channel filter. As an alternative, the Gaussian distributions de-
termined at the 512 frequencies can be used to generate a ran-
dom filter characteristic (described in Section 4.4). The advan-
tage of this technique is that an unlimited number of different
channel models can be obtained.

However, this second approach assumes the amplitude re-
sponse at adjacent discrete frequencies to be statistically inde-
pendent, which is untrue. A randomly generated filter thus has
a jagged amplitude response which is undesirable. This was
addressed by applying a narrow window to the filter impulse
response to achieve smoothing in the frequency domain. The
amplitude response of a filter generated in this way is shown in
Figure 9.

The design of the noise colouring filter̂G(z) was described
in Section 5.2. Techniques for determining both the channel
and noise models were thus found and consequently the model
in Figure 1 can be used for the simulation of telephone channels.

6.2. Application to single NTIMIT channel

Using the Welch method, the power density spectrum (PDS)
of a single TIMIT utterance and the PDS of the correspond-
ing NTIMIT utterance were estimated and are shown in Fig-
ure 10 [3, pp. 975–977]. The bandlimiting effect of the tele-
phone channel is apparent.

The same TIMIT utterance was used as inputx[n] in Fig-
ure 1 andĤ(z) was chosen from the channel library to corre-
spond to the channel used to record the specific NTIMIT utter-
ance. The noise colouring filter̂G(z) was designed as described
in Section 5.2 andw[n] was taken as zero mean Gaussian white
noise with a variance ofσ2

w = 26.5 · 10−9.
The estimated PDS of the approximated telephone-quality

speechy[n] is presented in Figure 11, together with the esti-
mated PDS of the NTIMIT utterance. The PDS ofy[n] is a
close approximation of the PDS of the NTIMIT utterance. To
determine the effect of the noise model, the variance of the noise
w[n] was reduced toσ2

w = 0. The estimate of the PDS of the
outputy[n] obtained in this manner is also shown in Figure 11.
The contribution of the noise model is apparent from the com-
parison between the PDS ofy[n] with noise and the PDS ofy[n]
without noise.
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Figure 9: Amplitude response of a generated filter.
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Figure 10: Estimated PDS of the TIMIT and NTIMIT utter-
ances.
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Figure 11: Estimated PDS of the NTIMIT utterance and the
approximate telephone-quality speech, with and without noise.

6.3. Evaluation in the development of ASR systems

Using HTK [6], ASR systems were developed based on a va-
riety of training sets. Monophones were trained using 3 state
left-to-right HMMs with 8 mixture diagonal covariance Gaus-
sian distributions for each state. 13 MFCCs with the first and
second derivatives were used to obtain 39 dimensional feature
vectors. The underlying filterbank analysis used 18 channels
spanning 300 Hz to 3.4 kHz as a first approximation of a tele-
phone channel. Phone recognition experiments using a phone
loop grammar were performed for performance evaluation.

Four systems were developed by applying the same training
process to four different training sets. Each system was evalu-
ated by means of the standard NTIMIT test set. The first system
was trained on the standard NTIMIT training set and serves as
a baseline with matched test/train conditions. The second sys-
tem was trained on the 300 Hz to 3.4 kHz bandpass filtered
TIMIT data and represents a crude but often-used approxima-
tion of telephone speech.

The third and fourth systems were trained on TIMIT utter-
ances that had been filtered using generated filter characteristics
for Ĥ(z) in Figure 1, as described in Section 6.1. The third
system included noise with an SNR of 30 dB using the noise
colouring filterĜ(z) described in Section 5.2, while the fourth
system included no noise. The results of the ASR experiments
are shown in Table 3.

Table 3: Accuracies for the experiments using ASR systems.

Training set Test Set % Accuracy

NTIMIT NTIMIT 40.65%
TIMIT narrowband NTIMIT 32.56%

Filtered TIMIT, 30 dB noise NTIMIT 36.34%
Filtered TIMIT, no noise NTIMIT 32.19%

Although the accuracy obtained using the third system is
10.6% lower than the accuracy using the NTIMIT training set,
it results in an 11.6% increase in accuracy from the basic band-
pass approach to training. However, when no noise is added,
performance is not much different from the TIMIT approach.
This leads us to conclude that, from an ASR perspective, the
noise model is by far the most important aspect of the complete
model. The reasons for this are the subject of ongoing work.

7. Summary and conclusion
The development of techniques that allow the effects of a vari-
ety of telephone channels to be simulated has been presented.
Different techniques for the approximation of frequency re-
sponses from the TIMIT/NTIMIT utterances were evaluated
and a method based on the median of frame-wise spectral esti-
mates was found to be most robust to the noise levels present
in these corpora. Two techniques for the design of a chan-
nel model were proposed: the first based on a channel library
and the second based on the generation of filters according to
estimated distributions of the amplitude responses. A noise
model was developed based on the analysis of silence segments
from the NTIMIT utterances. LP filters driven by Gaussian
white noise were found to give a good spectral approximation
to the measured noise signals. The techniques were shown to
closely mimic the spectral changes brought about by the tele-
phone channels in the NTIMIT database. The application of the
techniques in the development of ASR systems indicates that
the noise model is the major contributing factor to an increase
in accuracy relative to a bandpass channel approximation.
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